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Why is collaborative filtering not working for all?
▶ It is well documented that the performance of collaborative

filtering varies among users [4].
▶ However, we currently have a limited understanding of

performance variation between users.
Contributions:
▶ We systematically investigate how five staple collaborative

filtering algorithms perform for individual users.
▶ We investigate which user attributes are predictive of the

observed performance variation.

User-level evaluation
▶ Methods: KNN User-User / Item-Item, NMF, FunkSVD, EASE
▶ Datasets: MovieLens-1M, Faces, Jester
▶ Protocol: 5-fold nested cross-validation (stratified per user)
▶ Metrics:

▷ Performance: nDCG, RMSE, fraction of concordant pairs (FCP)
▷ Variation: Gini coefficient, diff between bottom 1% and top 1%
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Dataset Model FCP nDCG
mean p1 di� Gini mean p1 di� Gini

MovieLens 1M

KNN User-User 0.6457 0.4327 0.3843 0.0574 0.9364 0.5501 0.4407 0.0202
KNN Item-Item 0.6034 0.4224 0.3950 0.0651 0.9209 0.6062 0.3850 0.0225
NMF 0.5999 0.4315 0.3961 0.0582 0.9240 0.6219 0.3696 0.0223
FunkSVD 0.6496 0.4345 0.3794 0.0555 0.9393 0.5369 0.4539 0.0189
EASE 0.6135 0.4302 0.3924 0.0543 0.9302 0.6074 0.3836 0.0206

Faces

KNN User-User 0.7096 0.4605 0.3406 0.0479 0.9014 0.5794 0.4113 0.0402
KNN Item-Item 0.7046 0.4573 0.3435 0.0483 0.8958 0.5406 0.4542 0.0426
NMF 0.6920 0.4144 0.3841 0.0499 0.8862 0.5457 0.4489 0.0477
FunkSVD 0.7069 0.4491 0.3529 0.0489 0.8979 0.5551 0.4384 0.0433
EASE 0.7056 0.4261 0.3736 0.0480 0.8987 0.5507 0.4436 0.0418

Jester

KNN User-User 0.6609 0.4501 0.3483 0.0491 0.9224 0.6948 0.2950 0.0251
KNN Item-Item 0.6554 0.4467 0.3500 0.0499 0.9212 0.6947 0.2950 0.0256
NMF 0.6121 0.4338 0.3572 0.0588 0.9026 0.6796 0.3103 0.0320
FunkSVD 0.6527 0.4472 0.3507 0.0505 0.9204 0.6853 0.3042 0.0253
EASE 0.6499 0.4420 0.3544 0.0501 0.9200 0.6909 0.2991 0.0243

Table 2: The performance of di�erent collaborative �ltering algorithms as measured in FCP and nDCG. We report the average
performance across users (mean) and the performance for the bottom 1% of users for whom the algorithms perform worst (p1).
We also report the performance di�erence between them and the performance for the top 1% of users for whom the algorithms
perform best (di�). Lastly, we quantify the overall performance disparity across users in terms of Gini index.

observed taste similarities between the target user and other users.
These two features correspond to statistical properties, such as the
mean cue-criterion correlation (or mean correlation with other ex-
perts) that have been leveraged in psychology [15, 16, 18, 24], man-
agement [31], decision science [34, 37], and machine learning [47,
48] to predict the performance of heuristic decision-strategies and
improper linear models in di�erent decision environments. These
cues have been shown to strongly predict the performance of simple
variations of the k-nearest-neighbor algorithm [5].

For both features, we �rst compute the Pearson correlation be-
tween the rating vectors of all user pairs in a dataset. If two users
did not rate at least two common items, their Pearson correlation
coe��cent is set to zero. The mean taste similarity is then de�ned
as the mean Pearson correlation coe�cient between a user and
all other users [5]. The higher a user’s mean taste similarity, the
more their preference follows the opinion of others, i.e., is more
mainstream. Consequently, a low mean taste similarity implies that
the user’s ratings diverge from the mainstream, and below 0, the
user opposes commonplace preferences. The second dimension is a
user’s taste dispersion, the standard deviation of the user’s Pearson
correlation coe�cient with all other users [5]. Intuitively, taste dis-
persion measures how consistently a user agrees or disagrees with
other individuals. As a feature it adds further nuance to the concept
of mainstreamness and it helps identify speci�c user groups. For
example, users with taste similarity below zero and low dispersion
consistently oppose the popular opinion and tend to relate to few
other users. As we will show, this category of users consistently
receives poor recommendations.

We use user features from previous work, mean-taste similarity,
and dispersion in taste similarity separately and jointly to predict
how well a collaborative �ltering algorithm will perform for unseen

users. As a predictor, we train a simple linear model and report
the out-of-sample adjusted '2 as a measure of the quality of the
estimates. All reported '2 estimates are obtained using 5-fold cross-
validation. Lastly, we visualize the structure in user-level perfor-
mance variability by projecting individuals onto a two-dimensional
plane that consists of their mean taste similarity and their taste
dispersion with other individuals.

3.4 Datasets
Our evaluation employs the MovieLens 1M [27], Jester [25], and
Faces [17] datasets. MovieLens and Jester are prominent datasets
used repeatedly by the recommender systems community to eval-
uate algorithm performance in collaborative �ltering. Recently,
DeBruine and Jones [17] published the Faces of London dataset
that reports the ratings of 2,513 people of face portraits of a diverse
group of London inhabitants. Although it was developed to study
research questions in psychology, the dataset closely corresponds to
the dating/matching apps domain, which leverages recommender
systems. We use the Faces dataset because it is a complete dataset
in which all users have evaluated all recommended “items". Thus,
we can exclude the varying number of ratings per user as a cause
for potentially observed performance di�erences. For similar rea-
sons, we focus on the subset of 14,116 users in Jester who evaluated
all 100 jokes in the dataset. Last, we use MovieLens 1M without
additional �ltering and demonstrate that the same concepts apply
to common sparse datasets used in the community. We also chose
these three datasets because they explore di�erent taste domains
(humor, people, and movies) and vary in the average degree of
shared taste between users, which is re�ected by their varying
ranges of mean taste similarity. Because all three datasets report
ratings on di�erent scales, we apply min-max scaling and normalize

All methods show substantial performance variation for different users across
datasets and measures.

▶ The absolute difference in FCP between the top 1% and bottom
1% of users consistently exceeds 34% across models and datasets.

▶ All methods make recommendations to a non-negligible
proportion of users that are worse-than-chance (FCP < 0.5).

Predicting algorithm performance for individual users
We train linear models to predict recsys performance for specific users
using features from earlier work on performance prediction [3, 1] and
decision science [2]:
▶ Mean user rating, rating variance, log rating count, log item

popularity, user Gini, and mean item Gini.
▶ Mean taste similarity: Mean Pearson correlation of user ratings

with all other users (i.e., how mainstream is the user’s taste).
▶ Taste dispersion: Std. of the user’s Pearson correlation with all

other users (i.e., how consistent is the user’s preference).RecSys ’23, September 18–22, 2023, Singapore, Singapore Analytis and Hager

Dataset Features Model
User-User Item-Item NMF FunkSVD EASE

MovieLens

mean taste similarity 0.5204 0.2039 0.1214 0.4843 0.1345
taste dispersion 0.0154 0.0545 0.0137 0.0213 0.0147
mean taste similarity, taste dispersion 0.5443 0.2079 0.1212 0.4999 0.1344
mean rating, rating variance, log rating count,
log item popularity, user Gini, mean item Gini 0.0835 0.1816 0.03 0.118 0.043

all 0.5601 0.2659 0.1349 0.5202 0.1505

Faces

mean taste similarity 0.6864 0.5665 0.8588 0.6593 0.7428
taste dispersion 0.4536 0.5332 0.2039 0.4711 0.4317
mean taste similarity, taste dispersion 0.7882 0.7227 0.8576 0.7541 0.8015
mean rating, rating variance, log rating count,
log item popularity, user Gini, mean item Gini 0.2274 0.2249 0.1665 0.2371 0.199

all 0.8786 0.8326 0.9098 0.8591 0.8755

Jester

mean taste similarity 0.3699 0.2227 0.8623 0.3103 0.4372
taste dispersion 0.5652 0.6768 0.118 0.5799 0.4499
mean taste similarity, taste dispersion 0.6887 0.7077 0.8622 0.6654 0.6443
mean rating, rating variance, log rating count,
log item popularity, user Gini, mean item Gini 0.0015 0.0024 -0.0031 0.0146 0.0374

all 0.7057 0.7213 0.8681 0.691 0.7135

Table 3: Predicting algorithm performance measured in FCP from user features using linear regression. We measure predictive
performance in adjusted '2 score averaged over 5-fold cross validation.

the ratings into a common 0-1 scale. We veri�ed that this rating
normalization did not negatively impact the performance of the
evaluated models.

4 RESULTS
4.1 Performance (disparities)
Table 2 displays the performance of the �ve collaborative �ltering
algorithms as measured by FCP and nDCG. All algorithms show
substantial performance variation for di�erent users across all three
datasets and measures. To give a sense of the degree of variation, for
all strategies and datasets, the absolute di�erence in terms of FCP
between the top 1% and the bottom 1% of users is larger than 34%.
In some cases, it is as large as 39%. For example, EASE achieves an
average FCP of 61.3% on MovieLens, but a performance of 82.3% for
the top 1% and 43% (worse than chance) for the bottom 1%. Similarly,
NMF performs on average at 69.2% on Faces but at 79.9% for the
top 1% and at 41.4% for the bottom 1%. Similar patterns hold for all
algorithms and datasets tested. Note that all algorithms perform at
lower-than-chance levels for a non-negligible proportion of users
on all datasets. Thus, a small category of users would be better
o� with random recommendations. Overall, we �nd major perfor-
mance disparities between users across all algorithms, datasets, and
metrics. However, there is no clear trend between models, which is
also re�ected in the fact that the top-bottom di�erences and Gini
indexes achieved are almost identical for all models on the same
dataset.

4.2 Using di�erent user features to explain
performance variation

In the previous section, we showed that the �ve algorithms per-
form very di�erently across users. This section investigates how
predictive a user’s mean taste similarity and dispersion are for these

user-level performance di�erences. As a baseline, we employ user
features that were proposed by Ekstrand and Riedl [19] (log of the
number of ratings, the mean user rating, and the variance in the
user’s rating), as well as dataset-level features proposed to predict
collaborative �ltering performance by Adomavicius and Zhang
[4] that we could easily convert to user-level features to explain
performance variance (log item popularity, user Gini, mean item
Gini, also see Methods section). A linear model trained with these
features has an out-of-sample adjusted '2 score ranging from 0.03
(NMF) to 0.18 (KNN Item-Item) on MovieLens, 0.17 (NMF) to 0.24
(FunkSVD) for the Faces dataset, and -0.01 (NMF) to 0.04 (EASE) for
Jester. In contrast, a simple linear model that uses mean taste simi-
larity and dispersion in taste similarity has an adjusted '2 between
0.13 (EASE) and 0.52 (KNN User-User) on MovieLens, 0.72 (KNN
Item-Item) and 0.86 (NMF) on the Faces dataset, and 0.65 (EASE)
to 0.86 (NMF) for Jester. Table 3 gives the complete overview of
how well we can predict the performance of each collaborative
�ltering algorithm for individual users. A model using both sets of
features marginally improves in adjusted '2. Still, when compared
to previously considered features, the relative strength of mean
taste similarity and, to a lesser extent, dispersion in taste similarity
is remarkable.

4.3 Structure in performance variation
The analyses presented in Table 3 suggest that performance varia-
tion is systematic and can be explained mainly by the same two key
variables for all algorithm/dataset combinations. Figure 1 visualizes
the collaborative �ltering performance for each user in terms of
FCP and positions users according to their taste similarity and taste
dispersion. We can see visually that all algorithms perform well for
individuals with high mean taste similarity to others (mainstream
tastes) and poorly for individuals with low mean taste similarity.

Mean taste similarity and mean taste dispersion predict algorithm
performance better than previously identified user features.

User taste predicts recommendation performance
We visualize algorithm performance using mean taste similarity and
taste dispersion:
▶ Collaborative filtering excels for users with a mainstream taste.
▶ Users with alternative tastes receive worse recommendations

(even worse than chance).
▶ Taste dispersion adds further nuance to the concept of

mainstreamness by helping to identify specific groups of users
(e.g. grey sheep users).
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Conclusion

▶ Collaborative filtering performs vastly different across users
and this difference can be predicted using taste profiles.

▶ Mean taste similarity and taste dispersion can explain a
substantial portion of the performance variance.

▶ These features produce a mapping that unifies multiple
previously proposed user categories (e.g., mainstream, grey
sheep, or power users).

▶ User-level performance evaluation is crucial.
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